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Would you give your keys to a stranger?  
Probably not. However, Jan-Willem Bullée’s  
research has shown that, in an office environment, 
59% of participants did exactly that. He tells us why, here.

PSYCHOLOGICAL MANIPULATION

Most people underestimate the degree to which they will engage 
in insecure behaviour, something that criminals exploit through 
‘social engineering’. Our vulnerability to these kind of attacks is 
exploited by offenders who use psychological manipulation to 
make us assist them. These kind of attacks are successful since we 
use heuristics (i.e., rules of thumb) in our decision making. These 
mental shortcuts work well in most circumstances. However, 
when a heuristic fails, a cognitive bias occurs. A cognitive bias 
is mistaken thinking due to errors in reasoning or evaluation. 
There are several ways in which this tendency can be exploited to 
influence people to make it hard for them to say no. One tactic 
is reciprocity, whereby receiving a gift can make someone feel 
indebted and more likely to give something in return. A common 
example of this is when restaurants give customers a mint when 
presenting the bill, a gift which can result in bigger tips.

THREE ATTACKS

In my research, we performed three type of attacks in a 
controlled environment. During the first attack employees were 
called by an unknown and untrusted ‘offender’ who persuaded 
them to download and install some software. In this attack, the 
offender induced reciprocity by warning the victim about their 
PC being in danger. During the second attack, offenders visited 
employees in their offices and asked them to hand over their 
electronic office key. In the third attack, phishing emails were 
sent to office employees in an attempt to convince them to share 
network credentials.

NOBODY THINKS THEY WOULD FALL FOR THIS

As an outsider, it seems obvious that such social engineering 
schemes are scams. It is hard to believe that someone would 
fall for them. A survey among academic researchers in The 
Netherlands confirms this. In the survey, no-one reported 
that they would install the software from a cold call and only 
3% reported that they would hand over their office key to a 
stranger. My experiments suggest otherwise. In total, 40% of 
the employees installed the software and 59% of the employees 
handed over their office key to a stranger.

TRAINING

On a positive note, there is hope. I divided those who 
participated in the first two attacks into groups. One group 
received information showing them how to recognise potential 
scams. This group performed better than a group which received 
no training, at both the installation of software (17% vs. 40%) 
and handing over office keys (37% vs. 59%). However, this 
improvement disappeared when the length of time between the 
information campaign and the attacks was increased.

LENGTH OF SERVICE MATTERS

My analysis of the subjects’ socio-demographic characteristics 
in the three experiments showed that both target gender and 
age did not influence the outcome. However, in the email 
experiment, the victim’s length of service with their employer 
did influence the outcome and had an interaction effect with 
age. This suggests that young employees with only a few years of 
service are those most vulnerable to phishing emails.

IMPLICATIONS FOR PRACTICE

I suggest that there are some important implications arising from 
these results.

1)  Awareness-raising about social engineering reduces the 
probability of falling for a scam. Training should include how 
to recognise the tactics people use to influence victims and 
how to react.

2)  Awareness-raising training is only effective for a short period 
of time. Therefore, a single round of training is insufficient. 
However, merely repeating the same message over and over 
again is also ineffective and could even be counterproductive. 
The solution is likely to lie somewhere in the middle; in regular 
repeat training with innovative approaches and materials.
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INTELLIGENCE ETHICS:  
NOT AN OXYMORON

DAVID OMAND 

All professions have codes of ethics, often incorporated into legal regulation. 
 We trust solicitors not to embezzle, teachers not to seduce students and scientists not to 
cheat on their results. Ethical codes are a mix of (teleological) consequentialist reasoning  
(judging the rightness of an act by its results such as saving life); (deontological) importation of 
wider moral constraints (thou shalt not steal); and (aretaic) personal value ethics  
(this is how a decent human being should behave towards another).

WHY INTELLIGENCE AND SECURITY AGENCIES ARE DIFFERENT

The intelligence and security agencies are a special case. Whilst 
society wants national security and public safety, obtaining the 
necessary intelligence inevitably involves acting in ways that 
society considers to be immoral; espionage involves stealing 
secrets.

People with secrets of value, be they hostile states, dictators, 
terrorists, proliferators of narcotics or people traffickers, child 
abusers, cyber or other serious criminals, will go to huge lengths 
to prevent their secrets being known. For this reason, intelligence 
professionals argue that their difficult and sometimes dangerous 
job requires a licence to break normal moral conventions, 
precisely so that the governments that employ them can have 
done in the dark what ethically they dare not be caught doing in 
the day. 

Ethically questionable methods to obtain these secrets can 
include covert surveillance, recruiting agents and informants, 
eavesdropping and intercepting communications. Ethical 
questions arise over how and when to justify manipulative and 

exploitative behaviour towards others, including spying 
on friends, invasions of personal privacy, and 

deception through sting and false 
flag operations.

Issues also arise when sharing 
intelligence with countries that have  
different moral attitudes to the use of 
intelligence, such as for interrogation 
or targeted killing. Adding to this 
complexity, these methods and 
sources must remain hidden, or the 
secret-keeper will easily be able to dodge 
the attentions of those trying to obtain it.

Democratic societies and their secret 
agencies are going through unprecedented 
self-questioning about the ethics of methods 
used to obtain secret intelligence and the 
extent to which society needs to rein in its 
intelligence agencies. This has come about not 
least because of the publication of top secret 
documents showing the power of modern 
digital intelligence methods, stolen from NSA 
and GCHQ by Edward Snowden. Intelligence 
and security ethics has now become a major 
politically charged research topic in the 
5-eyes intelligence communities and the 
European Union.

‘JUST WAR’ AND  
INTELLIGENCE OPERATIONS

One approach I have researched with the 
political scientist Professor Mark Phythian 

of Leicester University, is the application to 
intelligence and security of the ethical concepts 

of the ‘Just War’ tradition that underpins the Geneva 
Conventions and the Laws of War.

Recent UK government commissioned inquiries have also drawn 
on such thinking. This can be summarised as a 3-R approach: 
all activity should be conducted within the rule of law, there is 
regulation and proper democratic accountability through both 
judicial and legislative oversight, and authorities should exercise 
restraint to respect the privacy of the individual and apply the 
principles of proportionality and necessity at every stage.

APPLYING ETHICS TO THE LEGAL FRAMEWORK

This general approach was incorporated into the 2016 UK 
Investigative Powers Act. Complying with the rule of law has 
led the UK government to unprecedented openness, through 
having to admit to the use and regulation of techniques such 
as equipment interference (computer network exploitation and 
hacking) and the digital exploitation of personal bulk data bases. 

The requirement to exercise restraint in the use of the coercive 
powers of the state is an ethical injunction: not every intelligence 
operation that may be possible and can be made lawful should 
necessarily be carried out. Each requires consideration of the 
potential gain set against the ethical risks (for example to 
potential agents and their families or to the collateral invasion of 
personal privacy of those not the target of the operation).

Scholars and civil rights activists have expressed particular 
concerns that the acquisition and storage of bulk digital data 
by US and UK agencies for future intelligence purposes risk 
becoming a form of mass surveillance. It is essential that agencies 
can continue to satisfy oversight bodies that the filtering and 
search algorithms used can be sufficiently targeted, using seeds or 
precise search criteria, to avoid that ethical taint.

Recent UK studies have confirmed that intelligence officers 
develop ways of behaving well, even when knowingly 
encouraging betrayal or intruding on the privacy of private 
communications and family life. Experimental psychology 
nevertheless also demonstrates that even those who see 
themselves as highly moral actors can be led to behave in 
unacceptable ways when placed in an unhealthy environment. 

So ethical issues in intelligence have a situational as well as 
a personal dimension, not least when it comes to designing 
organisational structures, and statutory safeguards and internal 
processes to ensure that future governments cannot misuse the 
powerful intelligence capabilities that the UK intelligence and 
security agencies must continue to possess.
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College, London. With Professor Mark Phythian, he is the author of the 
forthcoming Principled Spying: The Ethics of Secret Intelligence, 
Oxford University Press.

Some adaptation is needed but the main concepts have clear 
usefulness to those authorising or managing intelligence activity:

•  just cause – only in accordance with the rule of law (for the UK, 
this would be actions deemed to be in the interests of national 
security, including in the interests of the economic well-being 
of the UK from outside threats; or in support of the prevention 
or detection of serious crime) and where the intended meaning 
of terms such as ‘national security’ is explained in published 
government documents such as the UK National Security 
Strategy. 

•  right intention – acting with integrity and having no 
hidden political or other agendas behind the authorisation 
of intelligence activity or the analysis, assessment, and 
presentation of intelligence judgments to decision-makers.

•  proportionality – keeping the ethical risks of intelligence 
operations, and operations based on intelligence, in line with 
the harm that the operations are intended to prevent, as part of 
the balancing act required by the Human Rights Act 1998 and 
the European Convention on Human Rights.

•  right authority – obtaining the level of approval appropriate to 
the ethical risks that may be run (under the IP Act 2016, the 
most intrusive investigations warrants might be signed by a 
Secretary of State and judicially reviewed by a senior judicial 
commissioner) and that will then allow for accountability for 
decisions taken and independent oversight of the process.

•  reasonable prospect of success – having adequate justification for 
individual operations based on sound probabilistic reasoning 
that also can prevent bulk access operations becoming ‘mass 
surveillance’ or general fishing expeditions.

•  discrimination – ensuring that the human and technical ability 
(for example the design of selection algorithms to apply to bulk 
data) exists to assess and manage the risk of collateral harm, 
including privacy intrusion into the lives of those who are not 
the intended targets of intelligence gathering.

•  necessity – finding no other reasonable way to achieve the 
authorised mission at lesser ethical risk (recognising with John 
Stewart Mill that a person may cause evil to others not only by 
her actions but by her inaction, and in either case she is justly 
accountable to them for the injury).


