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The use of AI in recruitment by employers 
was initially designed to streamline the 
process, make scanning hundreds of 
CVs more efficient, and reduce recruiter 
bias (Harmon, 2022). Having AI scan an 
applicant’s CV and shortlist before any 
human has looked at it saves much time 
for large companies, who often receive 
hundreds of job applications for positions 
targeting university graduates. 

Adopting AI aims to remove bias by 
removing humans from the process who 
may have an unconscious bias towards 
applicants, e.g., using AI interviews to 

reduce bias against women by removing 
the unconscious bias towards extroversion 
and confidence in interviews (Chamorro-
Premuzic, 2019). 

Yet recently, there has been controversy 
as to whether AI recruitment tools remove 
bias from the process or instead create new 
biases of their own (Chamorro-Premuzic, 
2019; Rossi, 2019). 

The media has picked up on this and 
suggests that using AI tools in recruitment 
may fall foul of any equality acts or anti-
discrimination laws (Milmo, 2022).
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An overview of using AI in recruitment and the 
ethical issues surrounding it.

AI IN RECRUITMENT: 
IS IT POSSIBLE TO USE 
IT RESPONSIBLY?
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One of the most publicised examples of AI in 
recruitment going wrong was HireVue. HireVue 
faces is an online video interview platform that 
collected job applicants’ biometric data without their 
consent. HireVue unlawfully collected biometric 
data from online interviews and analysed it as part 
of an employability score (EPIC, 2022). 

Facial expressions reportedly make up about 29% 
of a job candidate’s employability score (Shaak, 
2022), negatively affecting many individuals, 
including those with disabilities that impact their 
ability to express themselves such as autism (‘Job 
hunting for neurodivergent people: ‘AI recruitment 
means I’ve got zero chance’ - BBC Three’, 2022). 

Western AI interviewing technology may not 
consider cultural differences in facial expressions, 
and recent research suggests that the meaning 
behind facial expressions is not universal (Gendron 
et al., 2018). This leads to a risk that any expression 
analysis in AI interviews will be biased against those 
from cultures where facial expression meaning does 
not conform with the meanings assigned in the 
algorithm. 

Concerns over how HireVue’s system made its 
decisions would not necessarily be helped by more 
transparency. HireVue’s systems could be made 
public but with the complexity and opacity as to 
how the algorithms decide, it would be unlikely to 
be of much help to those who cannot understand 
technical algorithmic-based jargon (Maurer, 2021). 

HireVue have since withdrawn the facial 
recognition aspects of their software (Maurer, 
2021). In the US court case resulting from 
HireVue’s biometric data collection and analysis, 
it was ruled that AI in recruitment would still be 
subjected to anti-discrimination laws that protect 
certain characteristics such as age, race, gender and 
sexuality, and therefore employers are encouraged 
to hire an expert, though the researchers offer no 
guidance on who this expert may be, to determine 
whether an AI recruitment system would be best 
for their company (Wilner & Saba, 2022). 

FACIAL BIAS

AI interviews can be biased 
against those from cultures 

where facial expression 
meaning does not conform with 

the meanings assigned in the 
algorithm
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Since HireVue’s practices, the press’ opinion and 
articles on AI in recruitment remains negative, 
exposing the ways data was collected and used 
without consent and how it may also break equality 
laws (EPIC, 2022; Maurer, 2021; Shaak, 2022; 
Wilner & Saba, 2022). HireVue’s very public failings 
have changed the face of automated recruitment 
systems and may make employers warier about 
using them and how they should be used. As 
people become more aware of the role AI systems 
play within recruitment, there are more calls to 
investigate the fairness of the system.

In response to the growing awareness, the UK data 
watchdog have launched an investigation into racial 
bias caused by AI recruitment systems that may 
cause people of ethnic minorities to miss out on 
job opportunities (Milmo, 2022). The Information 
Commissioner’s Office (ICO) is expected to look at 
the impact these systems have on people who are 
not included in the testing or development of the 
software (Milmo, 2022). This follows a trial run of the 
ICO in New Zealand, showing international concern 
regarding bias within AI systems in both recruitment 
and when using AI to determine financial matters 

such as eligibility for mortgages (Farrell, 2022; Milmo, 
2022). 

WHAT INFORMATION IS AVAILABLE 
TO BOTH EMPLOYEES AND JOB 
CANDIDATES ON BIAS WITHIN AI 
RECRUITMENT SYSTEMS?
When searching for information about AI in 
recruitment, it’s easy to come across information 
showing that while the systems aim to remove bias 
in the recruitment process, they can, in fact, be 
biased by the very people programming the system 
(Rossi, 2019). In discussions about algorithmic 
fairness that are now crucial to AI vendors when 
marketing their product, people with disabilities 
are often omitted, and the nuanced nature 
and variability of disability make mathematical 
algorithmic fairness very hard to achieve (Tilmes, 
2022). Fair machine learning methods mitigate 
biases in ways that flatten any curves or variance 
in the data. However, with the fluidity of disability 
fairness measures, such as more diverse datasets, 
this may not be sufficient in creating a system as 
equally accessible to disabled individuals as to 
everyone else (Tilmes, 2022). 

Synthetic data (AI-generated data) could be a 
way of balancing the datasets, however synthetic 
data generated to enhance existing datasets 
may also be biased depending on the algorithms 
used to create it (‘The future is fake: The rise 
of synthetic data in training AI models’, 2022). 
Training AI from lesser but more in-depth ‘deep-
thick’ data rather than big-bulk data may yield 
more resilient AIs against security risks regarding 
bias. However, the kind of in-depth learning 
an AI would gain mirrors how humans learn – 
slowly, and is therefore not currently a feasible 
method to quickly train AIs for use. 

BIAS WITHIN AI RECRUITMENT SYSTEMS

A trial run of the ICO in New 
Zealand showed international 
concern regarding bias within 
AI systems in both recruitment 
and when using AI to determine 

financial matters such as 
eligibility for mortgages.
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Additionally, it’s still unclear how well these 
systems can generalise from smaller datasets 
(Heaven, 2019). There can be a gender bias in AI 
recruitment tools, and such systems can even 
exacerbate the biases they’re designed to remove. 
For example, Amazon’s highly publicised sexist 
recruitment system was discarded as it was trained 
on more male data than female (Huet, 2022; 
Chamorro-Premuzic, 2019; Rossi, 2019, ‘Amazon 
scrapped ‘sexist AI’ tool’, 2018). 

To mitigate bias, researchers have suggested that 
audits of AI recruitment tools may go some way 
to ensuring they stay free from bias in ways that 
would break equality and anti-discrimination laws 
and that companies use them to assist their hiring 
processes responsibly (Kazim et al., 2021). The 
researchers do not mention who they think should 
be responsible for carrying out the audits of AI 
recruitment tools.

CONCLUSION
The risks of using AI in recruitment stem from the 
systems being biased towards minority groups 
and exacerbating problems for those who already 

struggle to gain employment (Huet, 2022; “Job 
hunting for neurodivergent people: ‘AI recruitment 
means I’ve got zero chance’ - BBC Three”, 2022; 
Wilner & Saba, 2022). Any system used by 
employers that discriminates against those with 
protected characteristics risks falling foul of anti-
discrimination legislation such as the Equality Act 
(2010), and risks court cases if discrimination is 
found in the hiring process.

Therefore, it is advised that until steps can be 
taken to efficiently mitigate the bias within AI 
recruitment, to continue the use of traditional 
hiring processes where CVs and interviews are 
seen by humans. 

It is generally good practice to ensure that any 
new method of recruitment goes through an 
approved testing phase with appropriate oversight 
and also a full Equality Impact Assessment 
consultation process.

BIAS WITHIN AI RECRUITMENT SYSTEMS
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